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We investigated the carrier transport phenomena in model liquid crystalline systems, which were constructed
on the basis of the Gay-Berne potential and Monte Carlo calculation. The carrier transport was analyzed under
the condition that the molecular arrangement in the system was fixed and thermally activated carriers were
transported by hopping in the system. The carrier transport simulation was performed by Monte Carlo method
using Miller-Abrahams hopping ratio. By these calculations, we reproduced the experimental results of the
electronic conduction in nematic liquid crystals.
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I. INTRODUCTION

The liquid crystalline semiconductors have received much
attention because of their potential application for organic
electronic devices. Owing to intensive studies, the carrier
mobility in liquid crystal phases has reached a comparable
level with that of the crystalline materials �1–3�. For calam-
itic liquid crystals, electronic transport had been confirmed
only in smectic phases and had never been observed in flu-
idic phases like the nematic phase. However, the electronic
transport in the nematic phase, showing a characteristic tem-
perature dependence of the carrier mobility, was recently re-
ported by several groups �4–6�.

The carrier transport in liquid crystals is generally under-
stood by uncorrelative hopping transport in a lattice system
like the Gaussian disorder model �7� or other modified mod-
els �8–10�. These models sufficiently explain the experimen-
tal results in the discotic �11� and smectic �12� phases in
which the mobility scarcely depends on temperature and
electric field. However the situation is more complicated in
the nematic phase. The mobility gradually increases with
cooling in the nematic phase �5,6�. The sign inversion of the
temperature dependence at the nematic-isotropic phase tran-
sition point is also observed in some molecules �5�. It would
be difficult to explain these temperature dependencies in the
framework of the Gaussian disorder model with temperature-
independent parameters � and � representing the energetic
and positional disorder, respectively. It is possible to explain
these temperature dependencies by introducing some tem-
perature dependence to these parameters, but we have little
insight about the relationship between the molecular order
and these parameters.

In this paper, we investigate hopping carrier transport in a
model liquid crystalline system to clarify the origin of the
distinctive temperature dependence of the mobility in the
nematic phase. For this purpose, we simulated molecular ar-
rangement of a Gay-Berne fluid composed of spheroid par-
ticles. Subsequently, we examined the hopping transport
among these particles using the Miller-Abrahams hopping
rate. The electronic potential of each hopping site was deter-
mined by two methods, which is distinguished by the spatial

distribution of disorder, resulting in different temperature de-
pendence of the mobility.

II. METHOD

Despite of the amazing improvement of computing power,
the molecular simulation based on an atomistic model is still
difficult particularly for the nematic phase, because a large
simulation box is necessary to represent the nematic phase
without periodicity. Thus there have been only a few reports
dealing with atomistic models of the nematic phase �13,14�.
Additionally, atomistic models only give the information
about a specific molecule, while we want to elucidate the
fundamental mechanism of the electronic transport in the
nematic phase. Therefore, we chose a simple spheroid shape
model with Gay-Berne potential �15–18� in this simulation.

We followed the simulation method described in reference
�18� to obtain the molecular arrangement. We performed the
Monte Carlo simulation using the Gay-Berne potential. The
shape of each molecules was set to spheroid whose lengths
of the major and minor axes were 3�0 and �0, respectively,
where �0 is the unit length in this simulation. For the inter-
action of the molecules we only took into account the short-
ranged molecular interactions calculated by the Gay-Berne
potential and ignored electrostatic interactions. The param-
eters were chosen to be the same as the uniaxial case of Ref.
�18�.

The simulation was done by N-P-T ensemble with
N=1024 particles. Pressure and temperature were specified
as dimensionless parameters P*=�0

3P /�0 and T*=kT /�0 re-
spectively, where �0 is the unit energy of the Gay-Berne po-
tential, P is the pressure, T is the temperature, and k is the
Boltzmann constant. We employed a rectangular box with
periodic boundary conditions. Each length of the box was
independently changed in each Monte Carlo step. Therefore,
a Monte Carlo step �mcs� consisted of two parts, trial move-
ment of each particle and trial change of the box size. In a
trial movement of each particle, we changed position and
orientation of a spheroid at the same time. The maximum
changes of the trial were adjusted during the simulation runs
so that the acceptances of the trial movement and the trial
volume change were kept to be 0.4 and 0.1, respectively.

Contrary to the Ref. �18� we often obtained some unreal-
istic phases in which the molecular directions were not*gmasanao@mbox.op.titech.ac.jp
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aligned while the positions were placed as a crystal in cool-
ing sequence. Therefore, each simulation run was started
from the crystal state in the low temperature. Then the sys-
tem was heated up to desired temperatures with fixed pres-
sure P*=8.0. To obtain the equilibrium configurations at
each temperature, 30 000 Monte Carlo cycles �mcs� were
typically used. After attaining the equilibrium configuration,
10 000 mcs were performed and averaged over 500 times by
taking one datum per every 20 mcs to obtain thermodynamic
observables at each temperature.

The average energy per particle �U*� was defined as
�U*�= �1/N��i,jUij

* . The density �* was defined as �*=N /V*.
The nematic order parameter �P2� was calculated from the
largest eigenvalue of the second-order tensor order parameter
Q��, which was defined as Q��= �1/N��i� 3

2ni�ni�− 1
2����,

where � ,�=x ,y ,z and ni� means � component of the unit
vector parallel to the long axis of the ith molecule.

Subsequently the carrier transport in the calculated con-
figurations was investigated. We performed the Monte Carlo
simulation using Miller-Abrahams type hopping ratio which
was established in lattice systems �7�. Hereby we applied this
method to a lattice-free system. Initially carriers were ran-
domly distributed to molecules in the initial unit cell, and
carriers were transported by hopping in the periodically iter-
ated unit cells under an electric field. Each hopping process
consisted of two steps. First, a carrier chose a molecule
within some cutoff radius rhop. Then the carrier hopped onto
the molecule with the Miller-Abrahams type hopping rate. In
other words, the acceptance v of the hopping within some
time period �t was given as follows:

v = v0�t exp� rij

r0
	min
1,exp�−

� j − �i

kT
	� , �1�

where v0 is the hopping frequency, rij is the distance between
ith and jth molecules, r0 is the decay length of the transfer
integral, and �i is the potential of the ith molecule modified
by the applied electric field. Any interections between carri-
ers were ignored. For obtaining the transit time, two parallel
planes, the start and the end ones, with the distance of L were
placed perpendicular to the electric field. The origin of the
initial unit cell was on the start plane. During the simulation,
carriers moving backward and crossing out of the start plane
were removed. In addition, carriers moving forward and
crossing out of the end plane were also removed, and the
time was recorded as the transit time of them. After iterating
this hopping process with all carriers, the system time was
advanced by �t. This process was repeated until all carriers
had been removed.

The electronic potential of each hopping site was calcu-
lated by two methods. In the Gaussian method the Gaussian
distribution with standard deviation s* was used. In the di-
pole method, the potential of each molecule was calculated
from the permanent dipoles of surrounding molecules. A di-
pole parallel to one of the short axes was placed at the center
of a molecule. Each dipole was treated as a closely separated
pair of charges. The separation length was set to 0.02�0. The
electrostatic potential at the center of each molecule was cal-

culated by the Wolf method �19,20� using the cutoff radius
Rc=5.0�0 and the decay coefficient �=0.1/�0.

Miscellaneous parameters for carrier transport simulation
were as follows. The decay length of the molecular overlap
r0 was 0.3. The hopping cutoff radius rhop was 5. The time
step �t was determined to satisfy v0�t exp�−rij,min /r0�	0.5,
i.e., the acceptance of each hopping does not exceed 0.5. In
this equation rij,min was taken as �0, because molecules can
not approach nearer than the length of their minor axis.

We performed the carrier transport simulation at various
temperatures. At each temperature, the simulation with 100
carriers was repeated 30 times after choosing molecular ar-
rangements randomly out of equilibrated configurations at
that temperature. Then the mobility was estimated from the
distribution of the transit time. The distribution was success-
fully fitted by a log-normal distribution, and the mobility was
calculated from the mean transit time. The log-normal distri-
bution implies that the transport in this system is basically
controlled by trap and release.

The resutls are described using reduced values con-
structed from the unit length �0, the unit energy �0 and the
hopping frequency v0. We summarize all relations between
reduced and real values below. Here the symbols with and
without asterisk mean reduced and real values, respectively.

s = �0s*, �2�

t =
t*

v0
, �3�

E =
�0

�0q
E*, �4�


 =
�0v0q

�0

*, �5�

p =
4���0

2�0

q
p*, �6�

where s is the standard deviation of the Gaussian distribu-
tion, t is the time, E is the applied electric field, 
 is the
mobility, p is the electric dipole, and � is the dielectric con-
stant of this system. In this simulation, the dielectric constant
was considered as constant with temperatures and we as-
sumed the actual dipole moment p stayed unchanged over
various temperatures with fixed reduced dipole moment p*.

III. RESULTS AND DISCUSSION

First, we will explain the results of the molecular arrange-
ment simulation. Figure 1 is the temperature dependence of
the thermodynamic observables. In the heating sequence, we
found three phases: The crystal, the nematic, and the isotro-
pic phases. All phase transitions were clearly distinguished
by the discontinuous change of the thermodynamic observ-
ables shown in Fig. 1. Assignment of each phase was done
from the order parameter and the snapshots of the molecular
arrangement.
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The temperature dependence of the mobility obtained by
the Gaussian and the dipole methods at several energetic
disorder levels are shown in Figs. 2 and 3, respectively. It is
common for both methods that the mobility is anisotropic in
the anisotropic phases, i.e., the nematic phase and the crystal
phase, and the sign of the anisotropy is the same in both
phases. However the anisotropy is smaller in the nematic
phase than that in the crystal phase and discontinuously
changes at the nematic-crystal phase transition point. The
mobility continuously changes at the nematic-isotropic tran-
sition while both the internal energy and the order parameter
change discontinuously at the transition. A possible explana-
tion is that the simple Miller-Abrahams hopping rate used in
this study is affected by the relative position between mol-

ecules but little affected by the relative orientation. This na-
ture would make the mobility rather insensitive to the order
parameter change.

Let us discuss the temperature dependence behavior ob-
tained by two methods. In the Gaussian disorder model the
temperature dependence of the zero-field mobility is de-
scribed as 
�T�=
0 exp�−2�� /kT�2 /3�, where � is the stan-
dard deviation of the potential and is independent of tem-
perature. The temperature dependence obtained by the
Gaussian method �Fig. 2� is well fitted by this equation in
which 
0 is replaced by the mobility in a system without
disorder �s*=0�. We used a temperature-independent multi-
ply 
�s*� for the best fit shown by black solid lines in Fig. 2,
where only the perpendicular components for s*=2 and 5 are
shown. Therefore the mobility at a temperature T* under a
Gaussian distribution with a standard deviation s* is ex-
pressed as


�s*,T*� = 
�0,T*�
�s*�exp
−
2

3
� �

kT
	2� . �7�

Here, � is almost equivalent to s*, since s* is the reduced
standard deviation of the Gaussian distribution.

The temperature dependence of the mobility in the isotro-
pic phase is described by a simple thermal activation type
�Arrhenius type�, as shown by black solid lines in Fig. 3.
This is also the case in the nematic and crystal phases in the
results by Gaussian method. For the dipole method �Fig. 3�,
however, the departure from the simple thermal activation
type is found in the nematic phase; the mobility increases
with decreasing temperature.

We want to comment on the potential distribution, since
the distribution is a key parameter for the simulation. The
potential distributions obtained by the dipole method were
almost Gaussian, as previously studied �9,10�, when the dis-
tance between two point charges forming a dipole is suffi-
ciently small. Even if the distribution against energy is the
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FIG. 1. Temperature dependence of the thermodynamic observ-
ables. The system was heated from crystal. Vertical lines indicate
the phase boundaries. Cry: Crystal phase; N: Nematic phase; Iso:
Isotropic phase. The temperature, the internal energy, and the den-
sity are dimensionless values as described in the Method section.
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FIG. 2. �Color online� Temperature dependence of the mobility
when the disorder is generated by the Gaussian method. The applied
electric field E* is 0.05. The line colors specify the direction of the
applied electric field and the resultant current with respect to the
director for the mobility measurements. The line types specify the
standard deviation of the potential distribution. The black solid lines
are the fitting for the perpendicular components for s*=2 and 5. The
temperature and the mobility are dimensionless values as described
in the Method section.
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FIG. 3. �Color online� Temperature dependence of the mobility
when the disorder was generated by the dipole method. The applied
electric field E* is 0.05. The line colors are the same as in Fig. 2.
The line types specify the dipole moment of each molecule which is
proportional to the energetic disorder. The black solid lines in the
isotropic phase for p*=0.2 and 0.5 are the best fit to the Arrhenius
relationship. The temperature and the mobility are dimensionless
values as described in the Method section.
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same, however, the spatial distribution would be quite differ-
ent; i.e., the long-range spatial correlation exists in the dis-
tribution of the disorder derived from the dipole method
�9,10�, whereas it generally changes much moderately in the
Gaussian method. The distribution with p*=0.2 obtained by
the dipole model corresponds to the Gaussian distribution
with a standard deviation s*�5.52 at T*=4.0, if the differ-
ence in the spatial distributions mentioned above is ne-
glected. In the isotropic phase, the activation energy ex-
tracted from the temperature dependence of the dipole
method is nearly the same as that corresponding to a stan-
dard deviation at T*=4.0. Despite the same distribution,
however, the mobility values by the dipole method with p*

=0.2 are largely different from those by the Gaussian method
with a corresponding standard deviation s*�5.52, as noticed
by comparing the values for s*=5.0 in Fig. 2 and the values
for p*=0.2 in Fig. 3. This difference is attributed to the dif-
ferent spatial distribution of the disorder mentioned above. In
the nematic phases, the mobility perpendicular to the director
does not follow the activation type and gradually increases
with decreasing temperature, while the mobility parallel to
the director is constant or increases more moderately. It is
important to note that the temperature dependence of the
mobility perpendicular to the director well simulates an ex-
perimental result �5�.

The different temperature dependence of the mobility ob-
tained by two methods suggests that the change of the mo-
lecular overlap is not the only factor to reproduce the tem-

perature dependence of the mobility in the nematic phase.
The disorder derived from the configuration of dipoles is
effective to explain experimental results. Actually, the width
of the potential distribution derived by the dipoles is not
constant against temperature. Especially in the nematic
phase, the reduced standard deviations of the potential s*

changes drastically from 21.8 at T*=2.9 to 32.3 at T*=3.3.
This change causes the mobility lower in the higher tempera-
ture only within the nematic phase and makes the mobility
minimum at the isotropic-nematic transition for p*=0.5.

The sign of the anisotropy is the same between the nem-
atic and the crystal phase. The mobility perpendicular to the
director is always larger than that along the director. These
results in the crystal are consistent to typical electronic con-
duction in the smectic phases of the calamitic molecules.
Since the smectic phases are regarded as a 2D system, the
electronic conduction is considered to occur only within the
smectic layer. Thus we can predict that the charge carrier
mobility along the director is slower than that normal to the
director in the actual nematic phase, which is opposite to the
mobility of ionic conduction in the nematic phase �21,22�.

In conclusion, we succeeded in replicating the tempera-
ture dependence of the electronic conduction in the nematic
phase by a simple scheme based on the hopping conduction
in the Gay-Berne fluid. We found that the dynamic variation
of the disorder plays an important role in the temperature
dependence of the mobility in the nematic phase.
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